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Abstract. We propose a method for selecting the characteristic region

in the environment based on the occurrence probability of the pattern.

If the occurrence probability of the pattern is unknown in initial stage,

estimation of the distribution of the pattern and selection of the charac-

teristic region must be done simultaneously. We noticed that a method

for exploration of the state-space in reinforcement learning was similar

to such task. Then, we propose a method for selecting the characteristic

region by repeating observation and action in the environment. In the ob-

servation using only one resolution, the position in the environment can

not be decided. The multi-resolution concept is introduced in order to

solve this problem. The experimental result shows that the characteristic

region is selected from the environment.

1 Introduction.

In the tasks such as pattern recognition, the part of information observed for

the environment is selected as a important region at one time. A criteria to se-

lect such region is the occurrence probability of the partial pattern. Because the

characteristic area is correspondent to the pattern of which the occurrence prob-

ability is small, it is appropriate to select mainly such pattern in order to decide

the important region. If the region is selected in proportion to the occurrence

probability of the pattern, the frequency of the observation for each pattern be-

comes equal. When the occurrence probability of the pattern is unknown in the

initial condition, it is reasonable to correct the polarization of the observation

frequency for each pattern by each point of time in the selection of the region. It

requires large calculation cost to select next region from all regions. And, when it

is selected in the absolute position, the error of the position becomes a problem.

Therefore, it is eÆcient to relatively select the region from the neighborhood

de�ned for the current position.

In reinforcement learning [1] which is one of the unsupervised learning meth-

ods, the agent starts the learning from the condition without knowledge on the

environment, and it acquires the rule. The rule re
ects the series of the action

which obtains the reward from the environment. The agent repeats observation

and action in the environment, and it constitutes the state-space. In the environ-

ment identi�cation type learning, it is necessary to select the action that explores



all states in order to constitute the state-space which re
ects the environment.

Miyazaki et al. proposed the algorithm for exploring all state-space[2]. In this

algorithm, the agent explores environments by selecting all actions at least k = 1

time. Next, the agent repeats the similar action, after the value of k is increased

for 1. This method is the selection of the action which averages the trial fre-

quency of all actions in all known states. In the environment, the distribution of

the pattern observed as an identical state will in
uence the distribution of the

position of the agent. In reinforcement learning, if an identical state is observed

at di�erent positions in the environment, it causes a mismatching between the

state-space of the agent and the environment. However, we discuss how the po-

sition in the environment of the agent is distributed in the repetition of action

and observation. It is not possible to classify the identical pattern observed in

the di�erent position, if the agent has no information about the position in the

environment. In such case, the agent will explore around local area. For the so-

lution of this problem, the multi-resolution is introduced into the environment.

We de�ne the multi-resolution for observation and action in the environment.

Then, we propose a framework which aim to equalize frequency of each action on

each state. By this method the agent mainly exists at the characteristic position

in the environment.

The concept of peripheral vision and multi-resolution is used for visual atten-

tion in the computer vision. The multi-resolution concept is used in the modeling

of the saccade phenomenon[6]. B. Takacs et al. proposed a method using a dy-

namic and multi-resolution model[7]. C. Bandera et al. applies reinforcement

learning for the visual attention. Its purpose is the model based target recogni-

tion[5]. The visual �eld of the multi-resolution is used even in this method.

In the following, we describe our technique, and it is evaluated by the exper-

iment.

2 The modeling of the problem.

We describe environment, observation and action in order to simplify the prob-

lem. We assume that the environment is a n-dimensional torus. Reasons for

assuming the n-dimensional torus are as follows: (1) It is possible to limit the

whole of the space in the observation. (2) There is no contradiction in our de�-

nition on the neighborhood.

The function f(x) = f0; 1g is de�ned for the all position fxg in the envi-

ronment. For the observation, the whole of fxg is equally divided into the unit

interval ui(i = 0; � � � ; n) in proportion to the resolution(Fig.1(a)). In the obser-

vation, the unit interval ui is selected, and maxui
f(x) is obtained as the value

by the observation. In the observation, the values of the unit intervals, which

are selected as the center and adjoining it, are obtained.

There is no constraint on the movement in the environment. However,the

unit in the transfer is supposed to be identical with the unit interval in the

observation. In addition, the moving range in each iteration is limited to unit

intervals selected as the center and adjoining it.



By the above, the state-space is constituted. The agent repeats observation

and action using this state-space. This framework is similar to general reinforce-

ment learning. However, our purpose is that the distribution of the position of

the agent is made to adapt to the distribution of the pattern in the environment.

For this purpose, we combine two approaches. One approach aims to equalize

the frequency of the observation of all states. Another approach is to introduce

the multi-resolution into the state-space.

Agent Agent

Environment Environment

Observation ObservationAction Action

(a)Single resolution. (b) Multi-resolution.
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r1
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Fig. 1. Resolution for the action and the observation.

3 An algorithm which equalize the number of trials of

all action on all observed state.

In our framework, the agent repeats observation and action as well as general

reinforcement learning. In this framework, each state does not have informa-

tion of the position in the environment. Therefore, the agent can fail to local

exploration. We describe this problem in the next section.

The observation frequency of the pattern follows the occurrence probability,

if the agent equally scans the environment. Reversely, the distribution of the

position of the agent is dependent on the occurrence probability of the pattern,

if the frequency of the observation of all states is equalized. Since each state does

not have information about the position, it is impossible to decide the action

which equalizes the frequency of the observation of each state directly. Then,

we use the method for equalizing the frequency of the selection of each action

instead of each state. In reinforcement learning, it is not desirable that the agent

detects the di�erent position in the environment as an identical state. But, our

purpose is not the acquisition of the rule by reinforcement learning.

Miyazaki et al. proposed the k-Certainty Exploration Method as an algorithm

for the environment identi�cation type learning. The purpose of this method is

that the agent explores all state-space. In this algorithm, the agent explores all



environments by selecting all actions to over k = 1 time. Next, the agent repeats

the similar action, after the value of k is increased for 1. The algorithm is as

follows (We arranged the notation).

procedure k-Certainty Exploration Method

begin

if the k-Uncertainty rule exists for current state then k:=1.

else if all known rules are k-Certainty then k:=k+1;

if the k-Uncertainty rule exists for current state then

One of the such state is randomly selected.

else

begin

set 
ags for all known states.

for all known states except for present condition do

if the k-Uncertainty rule exists or

the rule which makes transition to the state

that the 
ag is o�, is exist then

reset 
ag of the state.

while the state that the 
ag was newly reset exists;

One of the rules which can make transition

to the state that the 
ag is o� from present state,is randomly selected.

end;

end.

In this method, only the action which does not satisfy the k value becomes

a candidate for the selection. This is a very simple method. However, it is ap-

propriate as the constraint which brings the distribution close to the desired

value, because it can be understood as a weighting based on upper part accu-

mulation probability of normal distribution (k,0). And, the calculation cost is

small, since it does not need to calculate the distribution. In this algorithm, the

exceptional processing is executed when all action in present state has already

been selected over k time. Such mechanisms are necessary in order to prevent

the local exploration.



4 The region selecting method using multi-resolution to

correct the scale mismatch between the environment

and the state space.

We have assumed the state-space based on the single resolution. However, an

identical pattern in di�erent positions can not be distinguished. In such case,

the frequency of the action on each state is equalized, while the agent explore

around local area. Then, we introduce multi-resolution rj(j = 0 � � �n) in order

to solve this problem(Fig.1(b)). The whole of fxg is equally divided into the

unit interval uni (i = 0; � � � ; 3n) in proportion to the highest resolution rn. At

the resolution rn, any of the unit interval uni is selected. In the observation, the

values of the unit intervals which are selected as the center and adjoining it, are

obtained. At other resolution rj , the visual �eld at the resolution rj+1 is selected

as a center. In the observation, the values of the unit intervals, which are selected

as the center u
j
i and adjoining it, are obtained. The whole environment is �xed,

because the lowest resolution wraps the environment.

At each resolution, the algorithm similar to the k-Certainty Exploration

Method is prepared. It is necessary to select one action at a time, because the

agent has only one body. It means that only one resolution must be selected to

decide the action. For this selection, we use the method which is similar to the

k-Certainty Exploration Method. The m value is introduced for kj value at each

resolution rj . One of the resolution with kj value under the m value is selected.

However, the resolution in which the frequency of each action in present state

has achieved kj is removed from the selection candidate. This expansion is based

on the assumption that the increase of kj value at each resolution re
ects the

number of the observed state. Our algorithms using the multi-resolution are as

follows.

procedure

begin

for all resolution rj(j = 0; � � � ; n)
begin

if the unknown state is detected then

begin

All kj :=1.

m:=1.

end

else if all known rules are executed over kj times then kj :=kj+1;

end;

if all kj > m then m:=m+1;

if some of kj � m and one of rules of current state are not executed

more than kj times then

select one of such resolution randomly.



else select a resolution randomly from all resolutions;

if for selected resolution, rules of current state are not executed more

than kj times

then select one of such rule randomly.

else select a rule randomly form all rules of selected resolution;

execute the rule.

end.

5 Experiment.

We show the experimental result using proposed method. We apply our method

in a 1-dimensional torus environment including the characteristic pattern. And,

we also show the example in a two-dimensional torus environment.

5.1 The result in 1-dimensional torus.

The result in the 1-dimensional torus environment is shown. In this example, the

number of resolutions is 5. Therefore, the environment is divided into 35�1 = 81

in the highest resolution. The accumulation of the agent of the position in the

environment where the characteristic pattern exists is shown in the �gure 2.

The m value is 1000. It takes 411520 iterations. In the result, the characteristic

pattern has mainly been selected. The change of the accumulation from start

point of time is shown in the �gure 3.

The result as the pattern contains the simple texture is shown in the �g-

ure 4. The distribution increases, while the characteristic pattern occurrence

probability is re
ected.

5.2 The result in 2-dimensional torus.

The result in the 2-dimensional torus environment is shown(Fig.5). In this exam-

ple, the number of resolutions is 4, and the environment is divided into 27� 27.

The m value is also 1000,but it takes 10837593 iterations. This result re
ects

that the occurrence probability of the pattern of the vertices are small.

6 Summary.

In the proposed method, the agent repeats observation and action in the environ-

ment using the multi-resolution. The agent equalizes the trial frequency of each

action, and as the result, the characteristic region in the environment is mainly

explored. It is indicated that the exploration which adapted to the environment

is a �lter processing for the spatial characteristic of the environment.
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Fig. 2. The accumulation of the agent position (m=1000).
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Fig. 3. The accumulation of the agent position (m=1,10,100 and 1000).
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Fig. 4. The accumulation of the agent position in the texture.(m=1000).
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Fig. 5. The accumulation of the agent position in 2d torus.(m=1000).



Information about the position in the environment is necessary so that this

distribution may be correspondent to the whole environment. The introduction

of the multi-resolution enables the decision of the relative positional relation. In

the experiment using this method, the distribution in proportion to the charac-

teristic region in the environment was obtained.

There is another type of implementation the multi-resolution, that places the

visual �eld of the logarithm scale in the single layer. This implementation seems

to be essentially equivalent to the proposed method. However, the dimension of

observed vector increases. The state-space exponentially increases for the dimen-

sion of the state vector observed. Therefore, we currently divided the state-space

at each resolution.

The agent view whole environment in the lowest resolution. Observed pattern

in the lowest resolution environment is not changed while the agent explores.

However, the visual �eld can be limited in the practical environment. In such

case, the agent will fail to local exploration.

How to abstract the environment for multi-resolution is also important prob-

lem. To classify the observed pattern with high accuracy, another multi-resolution

model is needed.

The serious problem of this method is to require many trials. In this method,

the frequency of the selection of all actions is equalized. Therefore, many trials

are necessary for the case in which there are many types of patterns in the en-

vironment in order to try all actions. And, the global perturbation by the low

resolution does not supplement the local perturbation at the high resolution,

because the weight of the selection of each resolution is simply equalized. Explo-

ration of the whole environment and selection of the speci�c region are trade-o�.

Both balance must be set in proportion to actual purpose.

It is a future problem to introduce some pattern recognition mechanism in or-

der to apply it to the incremental feature extraction processing. Some theoretical

consideration on this problem is also necessary.
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